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Abstract—In a cyber-physical system (CPS), different entities
often interact with each other across time. With the development
of various sensing technologies, the time-varying interactions
among entities are often recorded as multiple, correlated time
series. A typical CPS is a road transportation system, where
the traffic on different road segments interact with each other.
Traffic sensors are often deployed to capture travel speeds on
different road segments, which results in multiple, potentially
correlated, speed time series. Under this setting, an increasingly
pertinent task is to forecast future speeds, which is essential in a
wide variety of traffic planning scenarios. We present a system
for correlated time series forecast. The system is able to employ
different learning algorithms to perform correlated time series
forecast, which facilities end users to choose the most appropriate
algorithm for their specific service. The system is developed and
integrated into aSTEP, a spatio-temporal data analytic platform
developed by Aalborg University, and is tested using a wide
variety of correlated time series data, including a user demand
time series from a local mobility-as-a-service company.

I. INTRODUCTION

With the continued development of sensing technologies,
interactions among different entities over time are increasingly
captured digitally, e.g., in the form of time series. For example,
in a road transportation system, the speeds of different roads
are captured by, e.g., loop detectors, as multiple speed time
series [1]. The time series are often correlated with each
other. For example, a traffic accident may influence multiple
road segments’ speeds. Analytics on such correlated time
series have the potential to reveal holistic system dynamics
of the underlying systems [2], [3]. An important analytics is
forecasting, which can be used for identifying future trends
and detecting outliers [4], [5].

A wide variety of learning algorithms are proposed for
correlated time series forecasting [6], [7]. We demonstrate a
system that aims to provide an easy-to-use interface for end
users to train off-the-shelf machine learning models on differ-
ent time series data sets and facilitate the end users to identify
the most suitable algorithm for their specific application. In
addition, the system works as a test bed which facilitates data
scientists to develop new forecasting algorithms and compare
them w.r.t. existing algorithms.

More specifically, the system provides multiple pre-trained
machine learning models, where the users may upload their
own time series data sets to make predictions. In addition, the
system also provides means to facilitate users to first train a
specific model based on their own time series data and then use
the trained model to make predictions. The system provides a
user interface to visualize the predictions with animation and

provides a comprehensive evaluation interface where both the
forecasting error at each timestamp and the average forecasting
error over all timestamps are presented.

We test the system on a wide variety of time series,
including both synthetic time series and real-world time series,
e.g., traffic speeds, user demands, and bacteria activities. The
system is developed base on aSTEP, a spatio-temporal data
analytics platform developed at Aalborg University [8].

II. SYSTEM OVERVIEW

Figure 1 gives an overview of the system. We distinguish
training and testing phases. In the training phase, a collection
of multiple, correlated time series are given to the system as
input. The system first normalizes the time series to make sure
that all values are in the same range. Then the system provides
a wide variety of forecasting algorithms, ranging from the
recurrent neural network family [9] to the convolutional neural
network family [10], [11], representing the two state-of-the-
art algorithm families. After selecting a specific algorithm, the
system trains a model based on the input time series. Finally,
it outputs a trained model, which is saved as a docker image.
As future work, training can be done in parallel [12].
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Fig. 1. System Overview

The testing phase uses a new collection of multiple, corre-
lated time series. After selecting a trained model, the system
allows a user to configure prediction settings, e.g., using
historical n timestamps to predict future m timestamps. Then,
the system employs the selected model to make predictions.
Finally, the system visualizes the predictions as animations
using a timeline to simulate that as time goes, the most recent
n timestamps’ data is used to make predictions for the next m
timestamps. When providing the ground truth data, the system



Fig. 2. Demonstration Outline

also offers a visual accuracy analysis, including an animation
shows how the errors change across time using different error
metrics and the statistics of the errors on different time series.

III. DEMONSTRATION OUTLINE

We proceed to describe how users may interact with the sys-
tem, which is integrated into aSTEP (https://astep.cs.aau.dk), a
spatio-temporal data analytics platform developed by Aalborg
University [8]. To try the time series forecasting system,
in the left panel, click “Time Series Analytics” and then
“Generic Prediction” (Label 1 in Figure 2). The middle panel
(Label 2 in Figure 2) allows participants to configure the
training or testing. More specifically, it allows participants
to upload time series data, to select a specific forecasting
algorithm, to configure algorithm-specific hyper-parameters,
e.g., kernel sizes and dilation rates when a CNN is chosen,
and to configure forecasting settings.

The right panel is split into an upper part (Label 3) and
a lower part (Label 4). The upper part uses a timeline to
show that as time goes, we use most recent historical data
to make future predictions. The screenshot of Figure 2 shows
a case where the system predicts user demands for four Danish
cities, i.e., using four correlated time series, based on the
data collected from a local mobility-as-a-server company. It
is possible to remove specific time series from the animation
so that the participants can focus on a subset of time series.
The timeline can be zoomed in to focus the current prediction
interval or zoomed out to show the whole time horizon. The
speed of the animation can also be modified.

The lower part in the right panel provides a visual accuracy
analysis. It is possible to choose different error functions
such as MAE, RMSE, and MAPE, to evaluate the prediction
accuracy. First, the error for each prediction at each timestamp

is show. Second, the histogram show the prediction error at the
current timestamp of the simulation in the upper part. Third,
statistic over all predictions are summarized into a table.
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